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Executive Summary 

Overview 

This assessment evaluated two mock applications: a process-guided agent implemented 
with Rasa (referred to throughout this report as the Rasa Agent) and a conventional 
prompt-driven LLM agent (referred to throughout this report as the Prompt-Driven Agent). 
Both applications underwent evaluation across AI safety and security, and operational 
performance dimensions. 

The safety and security testing examined vulnerabilities in conversational features, tool 
execution, and integrations. The assessment identified issues that could lead to system 
manipulation, information disclosure, unauthorized responses, or malicious actions. These 
risks can damage brand reputation, create legal or financial exposure, erode customer 
trust, and provide opportunities for malicious exploitation. 

Operational performance evaluation examined how effectively, efficiently, and reliably each 
application supported standard user goals from the end-user perspective. This assessment 
was performed in September 2025.  

Scope 
The assessment targeted both applications with a focus on: 

● Core chat functionality
● Tool integrations
● Content handling
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Assessment Highlights 

This comparative evaluation revealed significant differences in security posture between 
the two architectural approaches. The Rasa Agent's structured, flow-based design 
successfully contained most attacks, with vulnerabilities limited to minor output 
modifications through the rephraser component. In contrast, the Prompt-Driven Agent 
demonstrated susceptibility across all major risk categories, including full system 
compromise through prompt extraction, exposure of sensitive data, generation of harmful 
content including hate speech and dangerous instructions, and infrastructure disruption 
affecting system availability. 

While the Prompt-Driven Agent offered more conversational adaptability, this same 
flexibility created the attack surface that enabled the security failures observed. The 
assessment focused on the core architectures without additional control layers like 
guardrails or content moderation systems that are recommended in production 
environments.  

Assessment Results 

Rasa Agent 

The Rasa Agentʼs structured architecture provided strong security containment and 
resistance across most attack categories. The system's flow-based design and templated 
responses effectively limited the scope and impact of successful attacks. 

● Successfully resisted content safety violations, disclosure attempts, and harmful
instruction requests

● Prompt injections through the rephraser caused small output changes, but impact
remained limited due to short memory and flow constraints

● Content output stayed within domain boundaries with minimal information leakage

Most security vulnerabilities identified in the Rasa Agent originated from the response 
rephraser component, which can be disabled at the system or individual response level. 
Disabling the rephraser trades conversational fluency and flexibility for enhanced security. 

Prompt-Driven Agent 

The Prompt-Driven Agent exhibited significant high severity security vulnerabilities across 
all major risk categories. The system's flexible, free-form architecture created multiple 
attack vectors that adversaries could exploit to bypass intended safety measures. 

● Demonstrated vulnerability to prompt overrides that caused the model to ignore its
original task
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● System integrity failures, attributable to prompt injections, enabled prompt and tool
disclosure, content safety issues, and adherence to dangerous instructions

● Revealed system prompts and tools, produced hate speech and profanity, output
copyrighted content, and provided harmful step-by-step instructions

● Susceptible to denial of service issues, affecting availability for all users

Findings Summary 
The security vulnerabilities identified in this assessment present significant business risks 
across multiple domains. Organizations may face brand reputation damage from AI systems 
generating hate speech or disparaging content. Potential legal and financial exposure may 
arise from copyrighted material reproduction and unsafe recommendations. Additionally, 
complete system prompt extraction and tool configuration disclosure compromises system 
confidentiality, providing attackers with detailed intelligence for crafting more sophisticated 
targeted attacks. 

Finding Rasa Agent Severity Prompt-Driven Agent Severity 

Prompt Injection and 
Jailbreaks 

Medium High 

Information Disclosure and 
Data Leakage 

None High 

Content Safety Violations None High 

Criminal and Dangerous 
Instructions 

Low High 

Intellectual Property Output Low High 

Application and Agent Abuse Low High 

System and Infrastructure 
Attacks 

None High 
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Operational Performance 

The Prompt-Driven Agent demonstrated greater flexibility and conversational capability, 
adapting well to complex queries but occasionally drifting from its intended purpose. The 
Rasa Agent advanced users efficiently through structured flows with consistent, predictable 
behavior, though its rigidity sometimes limited adaptability and helpfulness. 

Note: These applications were mock implementations built specifically for this assessment, 
so behavior may not fully reflect real-world deployments. 

Technical Approach 

Generative AI Risk Profile 
Generative AI applications present fundamentally different security challenges than 
traditional software systems due to their non-deterministic nature and the ability for any 
input data to function as instructions. Agentic AI systems compound this risk by adding 
autonomous capabilities that can act on manipulated instructions, creating cascading 
impacts across integrated systems. 

Foundation Model Alignment Failures target the underlying model's core safety 
mechanisms, producing outputs generally considered harmful regardless of context. These 
manifest across different system interfaces and persist across multiple model providers. 

Contextual Containment Failures break the specific behavioral boundaries of the 
application, causing the AI system to act outside its intended role. In agentic systems, these 
failures can result in autonomous execution of malicious actions. 

Attack Vectors 
Our assessment focused on direct manipulation of the in-scope agentic AI systems: 

Direct Manipulation attacks target the primary user interfaces through crafted prompts 
designed to bypass safety measures, extract sensitive information, or trigger unintended 
behaviors. These attacks were tested across both the chat interface and the planning 
system. 

Attack Categorization 
Our methodology categorizes attacks based on underlying objectives: 

● Direct Context Extraction - Extracting hidden system instructions or sensitive data
● Direct Instruction Override - Bypassing intended operational boundaries
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● Indirect Output Addition - Embedding malicious content in legitimate responses
● Indirect Instruction Override  - Hidden instructions corrupting core task execution
● Denial of AI Service - Disrupting normal AI behavior and service availability
● Agentic Amplification - Leveraging autonomous capabilities to persist or amplify

attacks

Assessment Design 
This evaluation was designed by Rasa to "steel-man" both approaches by implementing 
comparable configurations. The Rasa Agent included the response rephraser (which can 
be disabled to reduce the identified risks), while the Prompt-Driven Agent used a tightly 
scoped system prompt. Both agents also integrated an optional web search component 
which allowed them to research information on the web. These choices represent realistic 
production scenarios where organizations balance security with functionality. Notably, 
additional control layers like guardrails were not included, which are recommended for 
production environments.  

Agent Architectures 
Both applications were built to function as conversational assistants for car-related topics. 
Their main functionality is to provide vehicle recommendations, support financing 
calculations, help assess loan qualifications, and assist with searching available inventory 
at dealerships. Each system interprets user queries, determines appropriate actions, and 
delivers responses through a common API for handling inputs, invoking tools, and 
presenting outputs.  

Both agent architectures and their complete implementations are available at: 
https://github.com/RasaHQ/lakera-agent-security/. 

Note: These agents were created by Rasa as mock applications specifically for this 
assessment.  They demonstrate intended functionality but they are not production systems 
and may differ in important ways from real world deployments. Findings should therefore 
be understood in the context of these simplified builds. 

Rasa Agent 

The Rasa Agent is a flow-orchestrated conversational system that uses an LLM inside a 
structured framework. Instead of generating responses freely, the LLM proposes simple 
next steps, such as which flow to start or which slot to fill, while predefined flows, slots, 
and policies determine what actually happens. Business logic executes through structured 
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actions, and responses are drawn from templates with optional light rephrasing. This design 
keeps the system within narrow operating boundaries, making behavior more predictable. 

Prompt-Driven Agent 

The Prompt-Driven Agent functions as a direct wrapper around a large language model, 
where the model handles both planning and response generation in a free-form manner. 
Each user input is passed directly to the model, which decides how to interpret the request, 
call tools, and generate output without predefined structure or state management. This 
architecture provides flexibility and adaptability, but also exposes a wider surface for 
adversarial manipulation since fewer constraints govern system behavior.  

Security Findings 

1. Prompt Injection & Jailbreaks

Rasa Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

Medium Direct Instruction Override LLM01 

The Rasa Agent’s rephraser layer introduces risk by retaining small portions of each 
exchange in the conversation history, which can allow adversarial instructions to influence 
refinement and push responses outside intended flow constraints. In practice, the effects 
observed were minor, with the system still remaining largely within its intended context, and 
the 90-character limit on each conversation exchange in the retained history significantly 
reduced opportunities for attack. 

Evidence 

● Successful prompts caused the system to inject refinement instructions
● Induced the bot to self-identify as “AceCryptoBot” from “GBank”
● Forced insertion of emojis into responses
● Directed outputs to include fun facts, such as The Wiggles’ “Big Red Car”
● Appended “#Log” tokens into normal responses
● Altered output language, producing full Spanish responses
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Figure 1: Prompt Injection Persistently Altering Instructions and Self-Identification 

Figure 2: Rephraser Layer Prompt Structure Showing User History Inclusion 

Prompt-Driven Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

High Direct Instruction Override LLM01 

The Prompt-Driven Agent was consistently susceptible to prompt injection attacks. Crafted 
instructions successfully overrode intended boundaries, allowing the model to follow 
adversarial directives rather than its original task. The system was configured with a 
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strongly directed system prompt, but many of the attacks performed exploited the ability to 
inject or override instructions by introducing fake system and user prompts. Due to this 
strong baseline, successful exploits often required drifting the model away from its original 
prompt over many turns, and this multi-turn drift technique was used throughout testing. 

Evidence 

● The agent followed adversarial instructions over the original task objectives
● The system prompt was tightly scoped, requiring multi-turn drift attacks to deviate

far from the original directives

Figure 3: Prompt Injection Performed 

2. Information Disclosure and Data Leakage

Rasa Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

None N/A N/A 

The Rasa Agent did not exhibit information disclosure and data leakage vulnerabilities 
during testing. 
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Evidence 

Figure 4: Rasa Agent Rejected Attacks Targeting Data Leakage and Disclosure 

Prompt-Driven Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

High Direct Context Extraction LLM01, LLM07 

The Prompt-Driven Agent was vulnerable to disclosure attacks despite explicit instructions 
in its system prompt to withhold such information. Multiple techniques successfully elicited 
the full system configuration, including prompt text, tool availability, and behavioral 
restrictions. This level of exposure provides attackers with detailed intelligence for crafting 
targeted attacks, and knowledge of tool functions can enable more sophisticated 
exploitation beyond simple information leakage. 

Evidence 

● Injected a system prompt with an invented “debug mode,” causing the agent to
output its full system prompt and available tools
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Figure 5: Disclosure of System Prompts and Tool Details 

3. Content Safety Violations

Rasa Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

None N/A N/A 

The Rasa Agent did not exhibit content safety violations during testing. 

Evidence 
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Figure 6: Rasa Agent Rejected Attempted Content Safety Violations 

Prompt-Driven Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

High Direct Instruction Override, 
Indirect Instruction Override 

LLM01, LLM05 

The Prompt-Driven Agent demonstrated susceptibility to content safety violations under 
adversarial prompting. With enough topic drift over multi-turn conversations, the system 
could be induced to produce nearly anything the underlying model was capable of saying. 
Examples observed in testing included profanity, offensive speech styled after racist 
propaganda, and responses that echoed the language of a user’s self-harm message, even 
without a prompt override. 

Evidence 

● Generated profanity by overriding the system prompt to drift the agent into
producing dealership transcripts where customers or staff might swear, then further
modifying the prompt with injected rules to isolate and output only those profanities,
turning an in-domain dataset into a filter-bypass exploit

● Generated hate speech by overriding the system prompt and drifting the car-buying
bot into a history research persona, escalating from academic analysis of racist
groups into requests to generate speeches that would mimic the sentiment of racist
propaganda
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● Performed a multi-turn jailbreak by slowly shifting emotionally grounded car-buying
prompts toward passive self-harm themes, using indirect language and metaphor to
bypass moderation filters

● Mirrored back hate speech when prompted with encoded or embedded offensive
content, reproducing slurs or extremist language

Figure 7: Profanity and Extremist Propaganda Generated 
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Figure 8: Self-Harm Content and Hate Speech Reflected 

4. Criminal and Dangerous Instructions

Rasa Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

Low Direct Instruction Override LLM05 

The Rasa Agent showed strong resistance to harmful knowledge and dangerous instruction 
requests. Its structured flows constrained responses to the automotive domain, while its 
narrow web research capability, likely the most exploitable vector for introducing unrelated 
topics, remained tightly scoped. As a result, the agent did not produce substantive harmful 
outputs during testing. 

Evidence 

● Attempted to elicit harmful knowledge by asking about theft techniques and vehicle
vulnerabilities

● Responses were narrowly confined and did not contain specifics

Figure 9: Attempted Elicitation of Theft Techniques Returned Only Generalized Responses 
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Prompt-Driven Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

High Direct Instruction Override LLM01, LLM05 

The Prompt-Driven Agent produced criminal and unsafe knowledge. In one instance, it 
generated high-level instructions for a methamphetamine synthesis process. In another 
case, it delivered step-by-step instructions for hot-wiring older vehicles, a request 
technically within the automotive domain, but nonetheless a dangerous instruction that 
could enable criminal misuse. 

Evidence 

● Overrode the system prompt and drifted the agent over several exchanges from an
automotive role into a chemistry domain, where it generated high-level P2P meth
synthesis instructions

● Guided the agent over multiple turns into describing theft techniques under the
pretense of evaluating car security, eliciting step-by-step explanations of methods
used in vehicle theft

Figure 10: Producing Methamphetamine Synthesis and Vehicle Theft Outputs 
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5. Intellectual Property Output

Rasa Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

Low Direct Instruction Override LLM01, LLM05 

The Rasa Agent exhibited very limited intellectual property output during testing. Structured 
flows left few opportunities to inject instructions, with available vectors largely limited to the 
rephraser, which also imposed a character limit on retained history. Within those 
constraints, the only instance observed was the reproduction of a single lyric line. 

Evidence 

● Injected rephraser instructions to force the agent to insert Taylor Swift lyrics into its
automotive responses

● Chinese was utilized to optimize for minimal character usage within the 90-character
rephraser limit

Figure 11: Rephraser Manipulation Causing Lyrical Content Injection Into Responses 
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Prompt-Driven Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

High Direct Instruction Override LLM01, LLM05 

The Prompt-Driven Agent exhibited clear instances of intellectual property outputs during 
testing. Prompt injection techniques successfully induced the model to output copyrighted 
material in full, including complete song lyrics and book excerpts. 

Evidence 

● Copyrighted song lyrics and large book excerpts generated
● System prompt override and multi-turn drift utilized

Figure 12: Copyrighted Lyrics and Book Excerpts Generated 

6. Application and Agent Abuse

Rasa Agent 
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Severity Attack Categorization OWASP LLM Risk(s) 

Low Direct Instruction Override LLM01, LLM10 

The Rasa Agent exhibited minor susceptibility to application and agent abuse. Adversarial 
inputs could trigger flows directly, creating a risk of misuse such as denial of wallet by 
packing multiple costly operations into a single request that bypasses rate limiting. 

Evidence 

● Attempted to overload the rephraser by injecting numerous flow triggers into the
420-character limit

● Agent responded to all flows in a single turn, which could present an avenue for
abuse (e.g. denial of wallet by evading rate limiting) and highlights the risk of flows
being suggestible through direct user input.

Figure 13: Flow-Stuffing Attempt Triggered Multiple Flows in a Single Response 
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Prompt-Driven Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

High Direct Instruction Override, 
Direct Context Extraction 

LLM01, LLM02, LLM06 

The Prompt-Driven Agent was susceptible to agent and application abuse, where 
adversarial inputs manipulated it into misusing its integrations or exposing sensitive 
customer financial data. These outcomes may reflect weaknesses in this particular 
implementation rather than being representative of all prompt-driven agents.​

Contextual Objection and Implications 

A serious objection to this mock implementation of the Prompt-Driven Agent is that it does 
not reflect realistic financial industry practices; no production system would allow 
unrestricted cross-customer data access, as strict isolation and access controls are 
standard. However, the fact that such layers must be added highlights an architectural 
limitation: greater flexibility in prompt-driven agents requires additional safeguards, which in 
turn reduces efficiency and adaptability. 

Evidence 

● Overrode system prompt with fabricated “debug mode” instructions.
● Induced disclosure of raw tool input and output JSON.
● Exposed other customers’ sensitive financial data (credit score, debt-to-income

ratio)
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Figure 14: Exposed Sensitive Customer Financial Information of Another User 

7. System and Infrastructure Attacks

Rasa Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

None N/A N/A 

The Rasa Agent did not exhibit system and infrastructure vulnerabilities during testing. 
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Figure 15: Rasa Agent Rejected Denial of Service Attacks 

Prompt-Driven Agent 

Severity Attack Categorization OWASP LLM Risk(s) 

High Indirect Denial of AI Service LLM01, LLM10 

The Prompt-Driven Agent’s infrastructure showed denial-of-service issues that stemmed 
from design shortcomings in this specific implementation. During testing, a single heavy 
request stalled the system for 45 seconds, blocking all users, and in another case, crafted 
input caused subsequent messages to become unusable. These problems reflect 
implementation choices in concurrency and request handling rather than inherent 
weaknesses of this type of agent. 

Evidence 

● Heavy multi-step requests stalled the application, blocking all users until the output
was complete

● Crafted input triggered a self-DoS, causing repeated error messages and making the
conversation unusable
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Figure 16: A Request Stalled All Users for 45 Seconds and Another Made Subsequent Messages Unusable 

Performance Findings 

1. Efficacy

The Prompt-Driven Agent demonstrated flexibility in handling a wide range of user 
requests, often producing more natural and human-like interactions. This adaptability 
allowed it to explore nuanced scenarios and adjust to different user goals, though it 
sometimes drifted or required multiple turns to reach resolution. Some of these 
inefficiencies may reflect choices in this specific implementation rather than inherent 
limitations of prompt-driven agents. By contrast, the Rasa Agent enforced a rigid structure 
through predefined flows, which ensured completion of specific buying and financing steps 
but felt less adaptable and often less helpful from a user’s perspective. 
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Figure 17: Rasa Agent (Left) Advances to Financing While Prompt-Driven Agent (Right)​
Does Not Progress to Financing Without Prompting 

Figure 18: Prompt-Driven Agent (Right) Handles Nuanced Family Car-Buying Scenario While Rasa Agent (Left) 
Adheres to Predefined Business Process 

2. Efficiency and Ease of Use
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The Rasa agent progressed users quickly through its scripted flows with minimal detours, 
leading to efficient handling of in-scope tasks. The rigidity could also create friction when 
users asked for information outside of the active flow, forcing them to rephrase or abandon 
certain requests. The Prompt-Driven Agent, while less efficient, offered greater ease of use 
for open-ended queries. Its ability to interpret and adapt to a broader range of inputs 
provided a more conversational experience, though at the expense of requiring more turns 
to reach the final objective.  This conversational flexibility may be appealing from a usability 
perspective but potentially problematic in contexts where off-topic guidance introduces 
risk. 

Figure 19: The Rasa Agent (Left) Occasionally Ended in Repetitive Loops, While the Prompt-Driven Agent (Right) 
Asked for Clarification and Provided a Direct, Scoped Response 
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Figure 20: Rasa Agent (Left) Redirects Out-of-Scope Financing Query, While Prompt-Driven Agent (Right) 
Provides Detailed Answer to Out-of-Scope Query. 

3. Reliability

The Rasa agent was highly reliable, consistently staying within its intended scope and 
rarely drifting outside its domain. Its structured design reduced variability across sessions, 
making its behavior predictable, though at the cost of flexibility. The Prompt-Driven Agent, 
in contrast, showed less reliability: its performance could vary between conversations, 
sometimes producing highly relevant guidance and other times missing the mark. This 
inconsistency, combined with its tendency to follow user redirection, highlighted the 
tradeoff between adaptability and control. 
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Figure 21: Rasa Agent Responses Are Consistent Across Sessions But More Rigid 

Figure 22: Prompt-Driven Agent Varies Across Sessions but Provides More Dynamic and Contextual Answers 
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Figure 23: Prompt-Driven Agent Shows Inconsistent Flow Between Sessions 

Figure 24: Rasa Agent Repeats Financing Flow Prompts Instead of Adapting to User Input 
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Summary 
This assessment evaluated two mock conversational assistants across AI safety and 
security, and operational performance.  

The Rasa Agent's structured flows, templated responses, and tool gating largely contained 
unsafe behavior. The assessment observed minimal data disclosure, content safety 
violations, or infrastructure attacks, and prompt injection effects were limited to minor 
rephraser-driven drift. 

In contrast, the Prompt-Driven Agent exhibited high‑severity issues across every major risk 
category: consistent instruction override, full prompt and tool disclosure, generation of 
profanity and hate speech, reflection of self‑harm content, criminal/dangerous instructions, 
copyright reproduction, tool abuse with sensitive data exposure, and denial‑of‑service 
conditions. 

From an operational perspective, the Prompt-Driven Agent delivered more flexible, natural 
interactions and handled nuanced requests better, but exhibited greater drift from intended 
purposes. The Rasa Agent advanced users efficiently through buying and financing flows 
with predictable behavior and strong session‑to‑session consistency, though its rigidity 
sometimes limited helpfulness and led to occasional loops when users strayed outside 
active flows.  

Important limitation note: Both systems were purpose-built prototypes for this assessment. 
Observed deficiencies may partly reflect incomplete implementations rather than inherent 
limitations of their respective approaches. 

This report represents a point-in-time assessment. Regular security evaluations are recommended as AI 
systems evolve and capabilities expand. 




